Nanometer resolution imaging and tracking of fluorescent molecules with minimal photon fluxes
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We introduce MINFLUX, a concept for localizing photon emitters in space. By probing the emitter with a local intensity minimum of excitation light, MINFLUX minimizes the fluorescence photons needed for high localization precision. A 22-fold reduction of photon detections over that required in popular centroid-localization is demonstrated. In superresolution microscopy, MINFLUX attained ~1-nm precision, resolving molecules only 6 nm apart. Tracking single fluorescent proteins by MINFLUX increased the temporal resolution and the number of localizations per trace by 100-fold, as demonstrated with diffusing 30S ribosomal subunits in living Escherichia coli. As conceptual limits have not been reached, we expect this localization modality to break new ground for observing the dynamics, distribution, and structure of macromolecules in living cells and beyond.

Superresolution fluorescence microscopy or nanoscopy methods, such as those called STED (1, 2) and PALM/STORM (3–5), are strongly impacting modern biology because they can discern fluorescent molecules or features that are closer together than half the wavelength of light. Despite their different acronyms, all these methods ultimately distinguish densely packed features or molecules in the same way: only one of them is allowed to fluoresce, while its neighbors have to remain silent (6). Although this sequential on- and off-switching of molecular fluorescence is highly effective at making neighboring molecules discernible, it does not provide their location in space, which is the second requirement for obtaining a superresolution image. In this regard, these methods strongly depart from each other, broadly falling into two categories.

In the so-called coordinate-targeted versions (6), which most prominently include STED microscopy, the position of the emitting molecules is established by illuminating the sample with a pattern of light featuring points of ideally zero intensity, such as a doughnut-shaped spot or a standing wave. The intensity and the wavelength of the pattern are adjusted such that molecular fluorescence is switched off (or on) everywhere—except at the minima where this process cannot happen. As it is ‘injected’ by the incoming pattern, the emitter position is always known through the device controlling the position of the minima. In contrast, the coordinate-stochastic superresolution modalities PALM/STORM switch on (and off) the molecules individually and randomly in space, implying that the molecular position is established subsequently, using emitted rather than injected photons. The emitter position is estimated from the centroid of the fluorescence diffraction pattern produced by the emitter on a camera (7). Called ‘localization’, this process can reach a precision given by the standard deviation of the diffraction fluorescence pattern \( \sigma_{PSF} \approx 100 \text{ nm} \) divided by \( \sqrt{N} \), with \( N \) being the number of detected photons (8–11). While \( N = 400 \) should yield precisions of \( \sigma \approx 5 \text{ nm} \), obtaining these limits is commonly challenged by other factors such as the typically unknown orientation of the fluorophore emission dipole (12, 13).

Camera based localization is also the method of choice for tracking individual molecules (14–16). Here, the sum of molecular emissions determines the track length, whereas the emission rate determines the spatio-temporal resolution. Unfortunately, large emission rates reduce the track length by exacerbating bleaching. Alternatively, the molecule can be localized with scanning confocal arrangements (17), but this also needs large photon numbers \( N \). Therefore, improving localization has so far concentrated on increasing molecular emission, particularly through anti-bleaching agents (18), special fluorophores (19), cryogenic conditions (20),

First release: 22 December 2016

Cite as: F. Balzarotti et al., Science 10.1126/science.aak9913 (2016).
transient (fluorogenic) labels (21, 22), and fluorophore-metal interactions (23). However, apart from the fact that all these remedies entail restrictions when applied to (living) cells, none of them have fundamentally addressed the problem of limited emission budget.

Here we introduce MINFLUX, a concept for establishing the coordinates of a molecule with (minimal) emission fluxes, originating from a local excitation minimum. Compared to centroid-based localization, MINFLUX attains nanoscale precision with a much smaller number of detected photons \( N \) and records molecular trajectories with >100-fold higher temporal resolution (24). Moreover, our concept is surprisingly simple and can be realized in both scanning beam and standing wave microscopy arrangements.

Basic concept
In a background-free STED fluorescence microscope with true molecular (1 nm) resolution, detecting a single photon from the position of the doughnut zero is enough to identify a molecule at that coordinate (25). Detecting more than one photon is redundant. Consider a gedanken experiment in which we seek to establish the trajectory of a molecule diffusing in space. Instead of using uniform widefield excitation and a camera, we now excite with a reasonably bright focal doughnut that can be moved rapidly throughout the focal plane. If we now managed to target the zero of the doughnut-shaped excitation beam exactly at the molecule, steering it so that it is constantly overlapped with the molecule in space, the doughnut-targeting device would map the molecular trajectory without eliciting a single emission. On the other hand, a single emission (e.g., due to a minimal misplacement) would be enough to know that the molecule is not at the location of the doughnut zero.

Unfortunately, we cannot place the doughnut zero right at the molecular coordinate in a single shot, which is why perfect localization without emissions can be performed only by a supernatural being, a demon who knows the position of the molecule in advance. Yet, this gedanken experiment suggests that approaching the molecular position by targeting the zero of the excitation doughnut to the molecule should reduce the number of detected photons required for localization. This is because the position of the doughnut zero is well-defined and the resulting fluorescence indicates the residual distance of the molecule to the zero. Hence, apart from confirming the presence of the molecule, the resulting fluorescence carries information about the molecule’s location. On the other hand, the fluorescence can be seen as the price to be paid for not matching the molecular position with that of the zero, which also implies that the smaller the mismatch is the fewer fluorescence photons are needed for localization.

Therefore, in a realization of MINFLUX (26, 27), the localization of the molecule is probed with a deep intensity minimum while the fluorescence emissions reveal the position of the molecule. Clearly, this strategy entails a favorable fluorescence photon economy: the approximate position is ‘injected’ by the excitation photons abundantly available from the light source (25), whereas the precious emitted photons are used just for fine-tuning.

MINFLUX can be implemented with many types of patterns, including standing waves which, after localizing in one dimension (1D), can be rotated to localize in other directions, too. Nonetheless, some key characteristics of MINFLUX hold for any pattern. To derive them, we now assume an arbitrary 1D intensity pattern \( I(x) \) with \( I(0) = 0 \). This could be a standing wave (Fig. 1A) of wavelength \( \lambda \), but we explicitly make no restrictions as to the pattern shape. Let us first probe the location \( x_m \) of a molecule, ignoring photon statistics. If the pattern is moved, such that the zero sweeps over the probing range \(-L/2 < x < L/2\), the molecular fluorescence \( f(x) = CI(x_m - x) \) vanishes at \( x_m \). \( C \) is a prefactor that is proportional to the molecular brightness and the detection sensitivity, as well as to a parameter describing the molecular orientation in space. The solution \( x_m \) is now easily obtained by solving \( f(x_m) = 0 \).

Since \( C \) is a prefactor, the molecular orientation has no influence on the solution. This contrasts with camera-based localization, where unidentified molecular orientations can induce systematic errors in the tens of nanometer range (12, 13). Moreover, because \( I(x) \) is known or can be determined experimentally, two probing measurements with the zeros of \( I(x) \) placed around the molecule are sufficient for establishing \( x_m \) (Fig. 1B). Clearly, this also holds for the two ‘endpoints’ of the \( L \)-sized probing range, where the signal is given by \( f_0 = CI(x_m + L/2) = CI(x_m) \) and \( f_1 = CI(x_m - L/2) = CI(x_m) \); note that we have redefined the two displaced intensity functions with the subscripts 0 and 1. If \( L \) is so small that \( f(x) \) can be approximated quadratically around \( x_m \), any dependence on \( \lambda \) disappears. \( f(x_m) = CI(x_m - x^2) = 0 \) then yields the solution \( x_m = L \left[ 1 / (1 + \sqrt{f_1/f_0}) - 1/2 \right] \) (see supplementary note 3). Thus, for small distances between the zero and the molecular position (\( L \ll \lambda/\pi \)), the solution \( x_m \) does not depend on the wavelength creating the light pattern. \( x_m \) does not depend on the fluorescence emission wavelength either, because the emitted photons are just collected. Therefore, in the quadratic approximation, the solution of the molecular position \( x_m \) does not depend on any wavelength.

In practice, \( f_0 \) and \( f_1 \) are the averages of the acquired photon counts \( n_0 \) and \( n_1 \) obeying Poissonian statistics, which needs to be considered. Hence, \( x_m \) is actually the expected value of the localization with the individual measurements fluctuating around this value. The conditional probability
distribution of photons $P(n_0,n_1|N)$ follows a binomial distribution $P(n_0,n_1|N) \approx \text{Binomial}(p_0,N)$, where $p_0$ is the probability of assigning a photon to the first probing measurement $I_0$. This success probability is given by $p_0(x) = f_0(x)/[f_0(x) + f_1(x)] = I_0(x)/(I_0(x) + I_1(x))$ considering the dependence on both $I(x)$ and $L$. We calculated $p_0(x)$ for three distances $L = 50, 100, 150$ nm of a standing wave of $\lambda = 640$ nm, showing that between $x = -L/2$ and $x = L/2$ it steeply spans the whole range between zero and unity (Fig. 1C). With decreasing $L$, the steepness increases and, in the quadratic approximation, we have $p_0(x) = \frac{1}{2}(2x/L + 1)^2 / \left[(2x/L)^2 + 1\right]$. The position of the emitter $x_m$ can be estimated using a maximum likelihood approach. The maximum likelihood estimator (MLE) of $\hat{x}_m$ is such that $p_0(\hat{x}_m) = n_0/(n_0 + n_1) = \hat{p}_0$, where $\hat{p}_0$ is the MLE of the success probability $p_0(x_m)$. Thus $p_0(x)$ maps the statistics of $n_0$ and $n_1$ into the position estimation, giving the distribution of the position estimator $P(\hat{x}_m | N, L)$. The smaller $L$ is, the more sharply distributed is $\hat{x}_m$ (Fig. 1C). Statistical modeling of MINFLUX allows us to calculate the Fisher information of the emitter position and its Cramér-Rao bound (CRB, see supplementary note 1), which determines the best localization precision attainable with any unbiased estimator (Fig. 1D). For the quadratic approximation, the CRB is given by $\sigma_{\text{CRB}}(x) = L/(4N\sqrt{1/(2x/L)^2 + 1})$ (eq. (S22b)). Unlike in camera-based localization, where the precision is homogeneous throughout the field of view, here it reaches a minimal value $\sigma_{\text{CRB}}(0) = L/(4\sqrt{N})$ (Fig. 1D) at the center of the probing range. Note that, for example, two measurements with the zero targeted to coordinates within a distance $L = 50$ nm localize a molecule with $\pm 2.5$ nm precision using just 100 detected photons.

Analytical expressions of $p_0(x)$ and $\sigma_{\text{CRB}}(x)$ are equally well derived for doughnut beams and other types of patterns, as well as extended in 2D (Fig. S1 and supplementary note 2). In fact, a doughnut excitation beam displays similar mathematical behavior around its minimum as a standing wave, but provides 2D information. Moreover, it can be combined with confocal detection for background suppression. Hence, we decided to explore the MINFLUX concept in a scanning confocal arrangement featuring a doughnut-shaped excitation beam, similarly to our gedanken experiment (Fig. 2A). Moving the doughnut across a large sample area ($\sim 20 \times 20 \ \mu m^2$) was realized by piezoelectric beam deflection, whereas fine positioning was performed optically (see fig. S13 and Materials and Methods). The latter allowed us to set the doughnut zero within $\pm 5 \ \mu m$ with $< 1$ nm precision to arbitrary coordinates $\bar{r}$, concomitantly defining the distance $L$ (Fig. 2B).

2D MINFLUX localization requires at least three coordinates $\bar{r}$, $\bar{r}$, and $\bar{r}$ of the doughnut zero, preferably arranged as an equilateral triangle (Fig. 2B). Considerations and simulations show that adding a fourth doughnut right at the triangle center $\bar{r}$ helps remove ambiguities in the position estimation (see fig. S2 and supplementary note 2). Thus, a set of four emitted photon counts $n_0, n_1, n_2$, and $n_3$ corresponding to the four positions of the doughnuts yields the molecular location $(x_m, y_m)$ within an approximate range of diameter $L$, referred to as the field of view (Fig. 2B). As we can move and zoom the field of view quickly, our setup entails three basic modes of operation: (i) fluorescence nanoscopy (Fig. 2C); (ii) short range tracking of individual emitters that move within the field of view (Fig. 2D); and (iii) long range tracking and nanoscopy in microns sized areas, where the field of view is shifted in space in order to cover the large areas (Fig. 2E).

The success probability $P(\bar{r})$, which maps the statistics of $n_0, n_1, n_2$, and $n_3$ into the position estimation, is now a multivariate function as is the CRB of the estimator (see fig. S3 and supplementary note 2). Like in the one-dimensional case, the CRB scales linearly with $L$ at the origin and the dependence on $\lambda$ vanishes with increasing validity of the quadratic approximation. We employed two types of position estimators in our experiments. The MLE is used for imaging because its precision was found to converge to the CRB for $N \geq 100$ photons. If $N < 100$, as is the case for quick position estimation in tracking, a modified least mean square estimator (mLMSE) is more suitable and can be implemented directly in the electronics hardware. Since the mLMSE is biased, the recorded trajectories are corrected afterwards using a numerically unbiased mLMSE (numLMSE) (see fig. S9 and supplementary note 3).

**Localization precision, nanoscopy, and molecular tracking**

To investigate the localization precision of MINFLUX, we repeatedly localized a single fluorescent emitter at different positions throughout the field of view. We used an ATTO 647N molecule in reducing and oxidizing system (ROXS) buffer (18) and divided the field of view into an array of 35 x 35 pixels separated by 3 nm in both directions. The excitation intensity and pixel dwell time were chosen such that each pixel contained $\pm 2$ counts on average. A stack of ~6000 arrays allowed us to perform an MLE- and numLMSE-based MINFLUX localization on each pixel using varying subsets of $N$ photons. Repeating this procedure with different $N$-sized subsets and comparing each result with the pixel coordinate provided the localization precision at that pixel as a function of $N$ (Fig. 3A and fig. S8). At the center of an $L = 100$ nm field of view, $N = 500$ photons were sufficient for obtaining 2 nm precision (Fig. 3, A to D). Note that localization precision and localization error can be considered
equivalent as the bias (accuracy) of the position estimations is negligible. Generally, the precision obtained with MINFLUX is higher than that achievable by a camera (Fig. 3, D to E). The measurements also confirm the inverse square-root dependence on \( N \) (Fig. 3E). Throughout the field of view, the precision obtained with MINFLUX agrees very well with the CRB (Fig. 3, B and D), indicating that photon information has indeed been used optimally.

To investigate the resolution obtainable with MINFLUX nanoscopy, we set out to discern fluorophores on immobilized labeled DNA origamis (28) featuring distances of 11 nm and 6 nm from each other (Fig. 4). After identifying an origami by widefield microscopy, we moved it as close as possible to the center of the field of view \( \tilde{r}_0 \). As fluorophores we used Alexa Fluor 647 which, in conjunction with suitable chemical environment (29), \( \lambda = 405 \) nm illumination for on-switching, and \( \lambda = 642 \) nm excitation light, provided the on-off switching rates needed for keeping all but one molecule non-fluorescent. Imaging was performed by identifying the position of each emitting molecule as it emerged stochastically within the field of view. We used \( L = 70 \) nm and \( L = 50 \) nm for the 11 nm and the 6 nm origami, respectively. By applying a hidden Markov model (HMM, see Materials and Methods) to the fluorescence emission trace, we discriminated the recurrent single molecule emissions from multiple molecule events and from the background. Recording \( n_{\omega} \), \( n_{\nu} \), \( n_{\sigma} \), and \( n_{\beta} \) for each burst and applying MINFLUX on those with \( N = \sum n_i \geq 500 \) and \( \geq 1000 \) for the 11 nm and the 6 nm origami, respectively, allowed us to assemble a map of localizations yielding nanoscale resolution images (Fig. 4). The measurement time duration was 50 s and \( \sim 2 \) min for the 11 nm and the 6 nm origami, respectively. Although the individual molecules emerged very clearly, we further applied a \( k \)-means cluster analysis to classify the localization events yielding nanoscale resolution images (Fig. 4). The algorithm had to be robust against losing the molecule by blinking (irregular mEos2 on and off intermittencies of 2.2 ms and 0.6 ms average duration, respectively—see fig. S12E) and sample drift. Moreover, reconstructing superresolution images with molecules providing large photon numbers only, implies that poorer emitters are discarded, which compromises image faithfulness. In any case, the fact that MINFLUX requires much fewer detected photons should open the door for using switchable fluorophores providing fewer fluorescence photons.

Next we tracked single 30S ribosomal subunit proteins fused to the photoconvertible fluorescent protein mEos2 (30) in living Escherichia coli (Fig. 5A). MINFLUX tracking became possible after ensuring that (i) the switched-on molecules were in the field of view, (ii) the four-doughnut measurement was carried out so fast, that it was hardly blurred by motion, and (iii) the molecular position was estimated so quickly that repositioning the field of view kept the molecule largely centered. Additionally, the tracking algorithm had to be robust against losing the molecule by blinking (irregular mEos2 on and off intermittencies of 2.2 ms and 0.6 ms average duration, respectively—see fig. S12E and Materials and Methods). These hurdles were overcome by implementing position estimation and decision-making routines in hardware (Fig. 2A, see Material and Methods) which, together with our electro-optical and piezoelectric beam steering devices, provided a \( \sim 1.5 \) s response time across a micrometer in an overall observation area of several tens of microns (Fig. 2E). The localization frequency of MINFLUX was set to 8 kHz and the mLMS and numLMS localization point for the larger and smaller origami, respectively. We then calculated an ideal PALM/STORM image using the CRB of camera-based localization under the conditions that the camera has no read-out noise and the signal to background ratio (SBR) is 500. For the 11 nm origami, we obtained a localization precision of \( \sigma = 5.4 \) nm by PALM/STORM and an average \( \sigma \) of 2.1 nm for MINFLUX (see supplementary note 4). For the 6 nm origami, the corresponding values were \( \sigma = 3.8 \) nm for PALM/STORM and just \( \sigma = 1.2 \) nm for the average MINFLUX precision. While the CRB-based PALM/STORM images represent ideal recordings, the MINFLUX data may still contain influences by sample drift and other experimental imperfections, implying that further improvements are possible. The comparison actually shows that for the same low number of detected photons, MINFLUX nanoscopy clearly resolves the individual molecules, unlike PALM/STORM.

We note that a substantial fraction of Alexa Fluor 647 molecules can yield more than 500 or 1000 detected photons per emission cycle and, provided that these molecules are fortuitously used, the localization precision in PALM/STORM can be higher, at least in principle. In practice, however, attaining \( \sim 1–2 \) nm precision has been precluded by the fact that collecting high photon numbers is associated with extended recording times and hence with sample drift. Moreover, reconstructing superresolution images with molecules providing large photon numbers only, implies that poorer emitters are discarded, which compromises image faithfulness. In any case, the fact that MINFLUX requires much fewer detected photons should open the door for using switchable fluorophores providing fewer fluorescence photons.
position estimators were used in the live and post recording stages, respectively.

A collection of 1535 single molecule tracks was recorded from 27 living E. coli cells. Typical measured trajectories (Fig. 5, B to E) show that the central (τc) doughnut produces a lower count rate, indicating that a single molecule is well centered while tracking. The reconstructed trajectories are naturally constituted of short ~ms traces (Fig. 5C), as the localization procedure is repeatedly interrupted by blinking of the fluorescent probe. The on and off states were identified by applying an HMM to the total collected photons per time interval (see Materials and Methods), thus discriminating the valid localizations.

For each trajectory, the apparent diffusion coefficient D and the localization precision σ were estimated for sliding windows of 35 ms. Both parameters were obtained from optimal least square fits (OLSF) of the mean square displacement (MSD, see supplementary note 5). The time dependence of D (Fig. 5D) reveals transient behavioral changes with unprecedented (so far 35 ms) temporal resolution for these kinds of fluorescent probes. It is worth noting that each point of this curve uses more than 100 valid localizations, which greatly surpasses the typical trajectory length (≤15 samples, see table S2) of classical camera tracking with single fluorescent proteins.

Plotting the mean localization precision σ against the mean number of photons per localization N (Fig. 5H) proves that the photon efficiency of MINFLUX tracking is 5- to 10-fold higher than that of its camera-based counterpart (even for an ideal detector, see fig. S6 and supplementary note 4). A mean localization precision of <48 nm was obtained by detecting, on average, just 9 photons per localization with a time resolution Δt of 125 μs. MINFLUX tracking was primarily limited by the blinking of mEos2, as it prevents the molecule from being tightly followed by the center of the beam pattern, where photon efficiency is the highest. A non-blinking probe would then be tracked more closely to the center, allowing for a smaller pattern size L and further reducing the average tracking error.

Any method that tracks a finite photon-budget probe will suffer from a tradeoff between the number of localizations in a track S and the spatial resolution σ. Our MINFLUX tracking experiments have been tuned in favor of high numbers of localizations, since it has been shown to be the best strategy for the measurement of D (3D). This can be appreciated in the contour levels of the relative CRB of D, σCRB / D (Fig. 5I), as a function of the number of localizations S and the so-called reduced squared localization precision X = σ2 / DΔt = 2R [R: blurring coefficient, (32)]. The latter can be thought of as the squared localization precision in units of the diffusion length within the integration time.

In this X-S plane, a scatter plot represents each measured trajectory (red), using average values per track. The average trajectory length was 157 ms with 742 valid localizations (which represents a ~100-fold improvement, see table S2), with a photon budget of ~5800 collected photons. Thereby, half of the obtained MINFLUX tracks show σCRB / D values below 23% (S > 500, Fig. 5I, inset). MINFLUX tracking can measure apparent diffusion coefficients with precisions <20%, while camera-based implementations (gray ellipse) center around 70%.

Discussion and outlook

Among the reasons why MINFLUX excels over centroid-based localization is that, in the latter, the origin of any detected photon has a spatial uncertainty given by the diffraction limit; in MINFLUX each detected photon is associated with an uncertainty given by the size L. Hence, adjusting L below the diffraction limit renders the emitted photons more informative. A perfect example is the origami imaging (Fig. 4) where adjusting L from 70 nm to 50 nm improves the localization precision substantially. However, making L smaller must not be confused with exploiting external a priori information about molecular positions; no Bayesian estimation approach is needed. MINFLUX typically starts at the diffraction limit, but as soon as some position information is gained, L can be reduced and the uncertainty range “zoomed in,” making the detected photons continually more informative. Therefore, we can also regard MINFLUX as an acronym for maximally informative luminescence excitation probing. While we have not really exploited the zooming-in option here, decreasing L repeatedly during the localization procedure will further augment the power of MINFLUX, also eliminating the anisotropies prevalent at large L (Figs. 3C, 4G, and 5L). Iterative MINFLUX variants bear enormous potential for investigating macromolecules or interacting macromolecular complexes, potentially rivaling current Förster resonance energy transfer (33) and camera-localization-based approaches to structural biology (34).

Like in any other concept operating with intensity minima, the practical limits of MINFLUX will be set by background and aberrations blurring the intensity zero of \( I(x) \). In our experiments, the doughnut minimum amounted to <0.2% of the doughnut crest (fig. S7). Regarding aberration corrections, in camera-based localization one has to correct a faint single molecule emission waveform containing a few tens or hundreds photons of broad spectral range (100-200 nm), whereas in MINFLUX the corrections are applied to the bright and highly monochromatic (laser) waveform producing \( I(x) \), making the application of spatial light modulators straightforward. Moreover, the correction has to be optimized for the L-defined range only. This brings about the important advantage that in iterative MINFLUX imple-
mentations it is sufficient to compensate aberrations in the last (smallest $L$) iteration step, where their effect is minimal.

Spatial wavefront modulators can also be used to target the coordinates $\vec{r}$ with patterns $f(r)$ of varying shape and intensity, which is another degree of freedom for engineering the field of view toward uniform localization precision and for adapting the field of view toward the molecular motion. Since we have already achieved molecular scale resolution with the standard fluorophores, the new frontiers of MINFLUX will not be given by the resolution values but by the number of photons needed to attain that (single nanometer digit) resolution. Conversely, we can expect MINFLUX to enable tracking and nanoscopy of fluorophores that provide much fewer emissions, including auto- and other types of fluorophores.

A fundamental difference between MINFLUX and STED nanoscopy is that in the latter, the doughnut pattern simultaneously performs both the localization and the on-off transition. Creating on-off state disparities between two neighboring points requires intensity differences that are large enough to create the off (or on) state with certainty. Since in MINFLUX nanoscopy the doughnut is used just for localization, such definite (i.e., saturated) transitions are not required.

Given that probing with an intensity maximum and solving for $\text{max}f = CI(r)$ is equally possible, it is interesting to ask whether the same localization precision can be achieved in this case. The answer is no, because at a local emission maximum, small displacements of the emitter will not induce detection changes of similar significance for a small distance $L$ (fig. S4). Yet, it will be possible to accommodate multiple fields of view in parallel using arrays of minima provided by many doughnuts or standing waves. Further expansions of our work include multicolor, 3D localization [e.g., by using a z-doughnut (2)], discerning emission spectra, polarization, or lifetime. Besides providing isotropic molecular resolution, such expansions should enable observation of inter- and intraprotein dynamics at their characteristic time scales. MINFLUX can also be implemented in setups featuring light sheet illumination (35), optical tweezers (36) and anti-Brownian electrokinetic trapping (37). In fact, MINFLUX should become the method of choice in virtually all experiments that localize single molecules and are limited by photon budgets or slow recording, such as the method called PAINT (22). Since it keeps or even relaxes the requirements for sample mounting, our concept should be widely applicable not only in the life sciences but also in other areas where superresolution and molecular tracking bear strong potential.

Finally, it is worthwhile reflecting on the fact that MINFLUX nanoscopy has attained the resolution scale ($\leq 6$ nm) where fluorescence molecules start to interact with each other—the ultimate limit attainable with fluorophores. While fluorescence on-off switching remains the cornerstone for breaking the diffraction barrier, in MINFLUX this breaking is augmented by the fact that, for small distances between a molecule and the intensity zero, the emitter localization does not depend on any wavelength. A consequence of this finding is that superresolution microscopy should also be expandable to low numerical aperture lenses, wavelengths outside the visible spectrum as well as to hitherto inapplicable fluorophores. More staggering, however, is the implication that focusing by itself is becoming obsolete, meaning that it should be possible to design microscopy modalities with molecular (1 nm) resolution without employing a single lens.

References and Notes

Fig. 1. Principles of MINFLUX illustrated in a single dimension (\(x\)) using a standing light wave of wavelength \(\lambda\). (A) The unknown position \(x_m\) of a fluorescent molecule is determined by translating the standing wave, such that one of its intensity zeros travels from \(x = -L/2\) to \(L/2\) to, with \(x_m\) being somewhere in between. (B) Since the molecular fluorescence \(f(x)\) becomes zero at \(x_m\), solving \(f(x_m) = 0\) yields the molecular position \(x_m\). Equivalently, the emitter can also be located by exposing the molecules just to two intensity values belonging to functions \(I_0(x)\) and \(I_1(x)\) that are fixed in space having zeros at \(x = -L/2\) and \(L/2\), respectively. Establishing the emitter position can be performed in parallel with another zero, targeting molecules further away than \(\lambda/2\) from the first one. (C) Localization considering the statistics of fluorescence photon detection: success probability \(p_0(x)\) for beam separations \(L\) of 50 nm of (orange), 100 nm (blue) and 150 nm (green) for \(\lambda = 640\) nm. The fluorescence photon detection distribution \(P(n_0|N = n_0 + n_1 = 100)\) conditioned to a total of 100 photons is plotted along the right vertical axis of normalized detections \(n_0|N\) for each \(L\). The distribution of detections is mapped into the position axis \(x\) through the corresponding \(p_0(x,L)\) function (gray arrows), delivering the localization distribution \(P(\hat{x} | N = 100)\). The position estimator distribution contracts as the distance \(L\) is reduced. (D) Cramér Rao bound for each \(L\). Precision is maximal halfway between the two points where the zeros are placed. For \(L = 50\) nm, detecting just 100 photons yields a precision of 1.3 nm.
Fig. 2. Setup, measurement strategy, and various application fields of the two-dimensional MINFLUX implementation. (A and B) Simplified setup (details in Materials and Methods). An excitation laser beam (green) is shaped by a vortex phase mask forming a doughnut intensity spot in the focal plane of the objective lens. The intensity of the beam is modulated and deflected such that its central zero is sequentially placed at the four focal plane positions $r_{0,1,2,3}$, indicated by blue, violet, red, and yellow dots, respectively. Photons emitted by the fluorescent molecule (star) are collected by the objective lens and directed toward a fluorescence bandpass filter (BPF) and a confocal pinhole (PH), using a dichroic mirror (DM). The fluorescence photons $n_{0,1,2,3}$ counted for each doughnut position $r_{0,1,2,3}$ by the detector (DET) are used to extract the molecular location. Intensity modulation and deflection, as well as the photon counting are controlled by a field-programmable gate array (FPGA). (C to E) Basic application modalities of MINFLUX. (C) Nanoscopy: a nanoscale object features molecules whose fluorescence can be switched on and off, such that only one of the molecules is on within the detection range. They are distinguished by abrupt changes in the ratios between the different $n_{0,1,2,3}$ or by intermissions in emission. (D) Short (nanometer) range tracking: the same procedure can be applied to a single emitter that moves within the localization region of size $L$. As the emitter moves, different ratios are observed that allow the localization. (E) Long (microns) range tracking: if the emitter leaves the initial $L$-sized field of view, the triangular set of positions of the doughnut zeros is (iteratively) displaced to the last estimated position of the molecule. By keeping it around $r$ by means of a feedback loop, photon emission is expected to be minimal for $n_0$ and balanced between $n_1$, $n_2$, and $n_3$, as shown.
Fig. 3. Localization precision of MINFLUX measured on a single ATTO 647N molecule. (A) Measured localization precision obtained by maximum-likelihood estimation (MLE) based MINFLUX. The localization error reaches down to 2 nm for \( n = 500 \) detected photons using a beam separation of \( L = 100 \) nm. The signal-to-background ratio (SBR) was 13.6 at the central pixel. (B) The best precision possible (Cramér-Rao bound, CRB) under the same conditions as in (A). (C) Representation of the measured and theoretical localization uncertainty covariances (as ellipses of contour level \( e^{-1/2} \)), same conditions as in (A and B). (D) Measured localization precision along the \( x \)-axis in (A and B) for MINFLUX localization performed with the MLE (circles) and with the numerically unbiased position estimator (numLMSE, triangles), and the corresponding CRB of MINFLUX (yellow line). The CRB on the localization precision of an ideal camera with realistic signal-to-background ratio (dashed lines) is worse than that provided by MINFLUX (see supplementary note 4). The ultimate limit for the ideal camera (infinite SBR\(_c\)) is shown by the solid black line. (E) Localization precision at the center of the excitation pattern as a function of total number of detected photons \( N \): decreasing the beam separation \( L \) improves the localization precision more effectively than increasing the number of detected photons; note the logarithmic scales. For the low photon regime (\( N < 100 \)) the numerically unbiased position estimator (numLMSE, see supporting note 3.2.3) was employed, while the MLE was used for \( N \geq 100 \) detected photons. For most regimes, the measured MINFLUX localization precision reaches the theoretical limit under the measurement conditions (CRB, solid lines). For comparison, the CRB of an ideal camera localization is shown (dashed lines). The camera case of infinite SBR\(_c\) is shown by the solid black line. Measurement and theory show that obtaining a localization precision of 5 nm requires \(~600\) photon counts with an ideal camera (SBR\(_c\) = 500), while MINFLUX with \( L = 50 \) nm requires only \(~27\) photon counts [gray arrow in (E)].
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Fig. 4. MINFLUX nanoscopy of labeled DNA origamis. (A) Time trace of total photon count rate from a single DNA origami. Time bins: 1 ms. (B) Zoomed-in trace interval showing count rates for the four doughnut positions and the resulting classification of each localization in nano-domains (lower panel); color corresponds to the cluster assignments shown in (E). Time bins: 1 ms. (C) Arrangement of up to nine on-off switchable fluorophores on the origami (those remaining off throughout the measurement shown in gray). (D) Nanoscopy image rendered by spatial binning of direct MINFLUX localizations. Events yielding $N < 500$ detected photons were discarded. Bin size: 0.75 nm. (E) Scatter plot of MINFLUX localizations. The coloring shows the classification into nano-domains as described in (B). The dashed gray line indicates the region for the profile displayed in (M). The position of the central doughnut zero $z_0$ is marked by a black cross. (F and G) Comparison between practical MINFLUX nanoscopy and ideal PALM/STORM imaging (simulated, see supporting note 4) of the origami using $N = 500$ photons. The rendering shows bivariate normal distributions with the experimental or theoretical covariance, respectively. The green and blue ellipses in (G) illustrate the $e^{-1/2}$ level (diameter $=2\sigma$) of the experimental covariance and the Cramér-Rao bound (CRB), respectively. (H to L) Analogous to (C to G) for the smaller DNA origami sketched in (H). Events yielding $N < 1000$ detected photons were discarded. (M) Projected line profile of the larger origami (C) as indicated by the dashed gray rectangle in (E). Bin size: 0.75 nm. (N) Projected line profile of the smaller DNA origami as indicated by the dashed gray rectangle in (J). Bin size: 0.75 nm. Owing to its higher localization precision, MINFLUX nanoscopy displays fundamentally improved resolution over PALM/STORM, reaching single nanometer resolution with $N = 500$ photons at room temperature.
Fig. 5. Single-molecule MINFLUX tracking in living *E. coli* bacteria. Single 30S ribosomal protein subunits fused to the switchable fluorescent protein mEos2 are tracked. (A) Transmission image of a bacterium overlaid with 77 independent tracks. (B) Details of a track. Upper panel: low pass filtered count rate of the four exposures (blue: \( \bar{r}_b \), violet: \( \bar{r}_v \), red: \( \bar{r}_r \), yellow: \( \bar{r}_y \)), average total count rate 52 kHz. Lower panel: extracted x and y coordinates of the trajectory. (C) 2 ms excerpt of the trace in (B) (marked in gray at time point 210 ms). Upper panel: counts per exposure are shown together with their sum (gray bars) used for on/off classification. Middle panel: on/off classification. Lower panel: Extracted x and y coordinates [cf. (G)]; the average tracking error is 48 nm. (D) Apparent diffusion constants \( D \) for a sliding window of 35 ms with their approximated error bars. (E and G) Trajectories shown in (B) and (C), respectively. The diameter of the shaded circles in (G) visualize the average tracking error. (F) Normalized occurrences of apparent diffusion constants \( D \) for all measured tracks. (H) Mean localization precision \( \sigma \) vs. average counts per MINFLUX localization \( N \) for all measured tracks (red circles, marginal distribution of \( N \) plotted along the horizontal axis). CRB of MINFLUX static localization for the measuring condition \( L = 130 \) nm (red dashed), idealized static camera localization performance (CRB: dashed, MLE: line) for two relevant signal to background ratios SBR of 20 and 40. (I) Contour lines of the relative CRB of the diffusivity \( \sigma_{D}^{\text{CRB}} / D \), as a function of the trajectory length \( S \) and the reduced localization precision \( X \). The white cross shows the quartiles (25%, 50%, and 75%) of the marginal distributions of \( S \) and \( X \) for the experimental data. Simulations showed that the diffusion estimator, though not optimal, provides acceptable results (see fig. S10D and supplementary note 5). The gray ellipse represents how well the diffusion coefficient has been identified with state-of-the-art camera tracking of fluorescent proteins (colored ellipses refer to table S2). The inset shows the distribution of \( \sigma_{D}^{\text{CRB}} / D \) for tracks with more than 500 localizations (\( S > 500 \) encompasses \( \sim 50\% \) of the data—see fig. S12C) and its median (dashed line, at 23%).
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